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SYSTEM AND METHOD FOR OPTIMIZING 
CALL FLOWS OF A SPOKEN DIALOG 

SYSTEM 

FIELD OF THE INVENTION 

[0001] The present disclosure relates to systems and meth 
ods of automated spoken dialog interaction systems using 
speech recognition, such as Spoken Dialog Systems or Inter 
active Voice Response. 

DISCUSSION OF RELATED ART 

[0002] Automatic spoken dialog systems are often very 
complex. They may consist of hundreds of dialog states 
involving extensive dialog structures, have system integration 
functionality that communicates With backend databases or 
devices, support multiple input and output modalities, and 
can sometimes handle calls over more than 20 minutes in 
duration. In order to keep a caller engaged in such environ 
ments, the use of human-like speech processing is critical, 
e.g., the incorporation of various degrees of spoken language 
understanding, mixed-initiative handling, and dynamic 
response generation. 
[0003] Spoken dialog systems are often designed to emu 
late a human agent’s role in the complexity of the services 
offered as Well as in the length of interaction. At the same 
time, as dialog systems improve, so too do the expectations of 
callers. Several characteristics of modern dialog system 
design encourage callers to behave as if they Were interacting 
With a human agent. Such characteristics include open-ended 
questions during the conversation and global commands such 
as “help” and “repeat” at every point in the dialog. This design 
encourages callers to say things that are not explicitly 
prompted by the context prompts in the dialog system. Fur 
thermore, directed dialog prompts in Which callers are asked 
to choose an item from a list often unintentionally elicit 
out-of-scope utterances from callers by offering choices that 
may be incomplete, too vague, or too speci?c. 

SUMMARY OF THE INVENTION 

[0004] Disclosed is a dialog manager for a spoken dialog 
system including a computer, a processor, and memory, com 
prising: a decision module for selecting a path from a plurality 
of alternative paths for a given call, Wherein each path imple 
ments one of a plurality of strategies for a call How; and a 
Weighting module for Weighting the path selection decision, 
Wherein the Weighing module is operatively connected to a 
probability estimator for estimating a probability value that a 
given path of the plurality of paths is the best-performing 
path, Wherein incoming calls are directed to each of the alter 
native paths selected by the decision module. 
[0005] Also disclosed is a call ?oW method comprising 
selecting a subset of incoming calls for live implementation 
of alternate strategies for an activity a call ?oW for a spoken 
dialog system; con?guring a set of Weights to determine hoW 
the calls Will be distributed among the strategies, and distrib 
uting the calls among the strategies in accord With the 
Weights. The method can further comprise distributing calls 
among the strategies by Winning probabilities. The method 
can also comprise dynamically adjusting the Weights for dis 
tributing the calls based on actual performance of the strate 
gies. The method further can comprise dynamically adjusting 
the Weights for distributing the calls based on call parameter 
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[0006] Also disclosed is a call ?oW method for a spoken 
dialog system comprising a computer, a processor and a 
memory comprising con?guring a plurality of competitor 
strategies for an activity of a call ?oW for a spoken dialog 
system; implementing the plurality of competitors for the 
activity in the spoken dialog system; Wherein the system is 
con?gured to perform the method including selecting a strat 
egy a based on a reWard function. In another embodiment the 
system is con?gured perform the method further comprising 
selecting a path from a plurality of alternative paths for a 
given call, Wherein each path implements one of the plurality 
of competing strategies for the call How. The system is further 
the system is con?gured perform the method further compris 
ing: Weighting the path selection decision With Weights 
including a probability value that a given path of the plurality 
of paths is the best-performing path; and directing calls to 
each of the alternative paths in accord With the Weights. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0007] FIG. 1 is a high level architecture and How for a 
spoken dialog system; 
[0008] FIG. 2 is another high level architecture and How for 
a spoken dialog system; 
[0009] FIG. 3 shoWs the architecture of a system on Which 
embodiments may be implemented; 
[0010] FIG. 4 shoWs a system overvieW for a system 
according to an embodiment of the invention; 
[0011] FIG. 5 shoWs an exemplary netWork environment 
adapted to support the present invention. 

DETAILED DESCRIPTION OF THE INVENTION 

[0012] It is noted that in this disclosure and in the claims 
and/or paragraphs, terms such as “comprises,” “comprised,” 
“comprising,” and the like can have the meaning attributed to 
it in US. patent laW; that is, they can mean “includes,” 
“included,” “including,” “including, but not limited to” and 
the like, and alloW for elements not explicitly recited. Terms 
such as “consisting essentially of’ and “consists essentially 
of’ have the meaning ascribed to them in US. patent laW; that 
is, they alloW for elements not explicitly recited, but exclude 
elements that are found in the prior art or that affect a basic or 
novel characteristic of the invention. These and other embodi 
ments are disclosed or are apparent from and encompassed 
by, the folloWing description. As used herein, the inde?nite 
article “a” or “an” and the phrase “at least one” shall be 
considered, Where applicable, to include Within its meaning 
the singular and the plural, that is, “one or more.” 
[0013] As used in this application, the terms “component” 
and “system” are intended to refer to a computer-related 
entity, either hardWare, a combination of hardWare and soft 
Ware, softWare, or software in execution. For example, a 
component may be, but is not limited to being, a process 
running on a processor, a processor, an object, an executable, 
a thread of execution, a program, and/ or a computer. By Way 
of illustration, both an application running on a server and the 
server can be a component. One or more components may 
reside Within a process and/or thread of execution and a 
component may be localiZed on one computer and/or distrib 
uted betWeen tWo or more computers. 

[0014] Furthermore, the detailed description describes 
various embodiments of the present invention for illustration 
purposes and embodiments of the present invention include 
the methods described and may be implemented using one or 
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more apparatus, such as processing apparatus coupled to elec 
tronic media. Embodiments of the present invention may be 
stored on an electronic media (electronic memory, RAM, 
ROM, EEPROM) or programmed as computer code (e. g., 
source code, object code or any suitable programming lan 
guage) to be executed by one or more processors operating in 
conjunction With one or more electronic storage media. 

[0015] Disclosed are systems and methods for optimiZing 
call ?oWs in a spoken dialog system. 
[0016] The design of commercial spoken dialog systems is 
most commonly based on hand-crafting call ?oWs. Voice 
interaction designers Write prompts, predict caller responses, 
set speech recognition parameters, implement interaction 
strategies, all based on “best design practices”. 
[0017] FIGS. 1 and 2 each shoW a high level architecture 
and How for a spoken dialog system. As shoWn in FIG. 1, a 
caller 5 connects, via the public telephone netWork (PSTN) 7, 
or any other voice netWork (e.g. local netWork, orVolP), to an 
interactive voice response (IVR) system 30. The IVR system 
is controlled by business logic 40, Which determines, upon the 
interpretation of the caller’s speech, Which prompt to play or 
Which other action to perform (for instance, the IVR can be 
connected to another system, not shoWn in the ?gure, and 
request additional services or information in order to appro 
priately address the problem). Typically the business logic is 
implemented through a call-?oW, Which includes the actions 
(eg voice prompts, database lookup, etc. . . . ) to execute in 

response to a caller’ s voice request or ansWer. For each turn of 
the interaction, the IVR consults the business logic in order to 
plan and execute the next action. 
[0018] The IVR is also connected to a call log database 50 
Which stores relevant information about calls handled. This 
information is generally used for monitoring and billing for 
the IVR usage. Among other types of information, the call log 
database may include a categorization of each call based on 
the degree of success of the call in resolving a speci?c caller’ s 
customer care issue. For example, the IVR hosting company 
may charge a fee to the enterprise for the customer care 
service provided for each successfully completed call, as 
reported in the call log database. The information in the call 
log database may also or alternatively be used for assessing 
the overall quality and effectiveness of the IVR, improving it, 
or monitoring unpredicted changes in the environment (eg 
outages in the services provided). 
[0019] FIG. 2 shoWs another high level architecture for a 
spoken dialog system. A spoken dialog system 1 generally 
consists of ?ve main components: 

[0020] speech recognition (ASR) 112, 
[0021] spoken language understanding (SLU) 120, 
[0022] dialog manager 140, 
[0023] language generation 160, 
[0024] speech generation (text-to-speech synthesis or 

pre-recorded prompt player) 180. 
In many lVRs, the language generation component is part of 
the dialog manager. 
[0025] While ASR and SLU on the one hand and language 
generation and TTS on the other hand serve as the interfaces 
betWeen human and machine, the dialog manager can be 
regarded as the “brain” of the machine. It hosts system logic 
and knoWledge, integrates With external knoWledge bases and 
is able to perform a Wide spectrum of activities, run programs, 
send e-mails, initiate call-backs, measure signal strength, and 
reboot devices to name only a feW. 
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[0026] FIG. 3 shoWs an exemplary embodiment of a dialog 
application 300 comprising four individual dialog systems 
interacting With each other. In the exemplary embodiment, 
they are implemented in a “customer care” telephone portal of 
a large service provider (eg a cable service provider). 
[0027] When customers call the hotline of the service pro 
vider, they are connected to a top-level call router 310 Whose 
task is to determine the call reason and route the callers to the 
appropriate destination. It Will be noted that as shoWn the call 
router, and the individual troubleshooters are separate spoken 
dialog systems With separate dialog managers. It is, hoWever, 
possible that can all be included comprised in a single system. 
This is done by accessing the callers’ account information 
(using their telephone number as an identi?er) and then ask 
ing either a general opening question such as “Brie?y tell me 
What you’re calling about today,” or a caller-speci?c question 
such as “It looks like you called recently about your account. 
Are you calling about that noW?” Depending on the caller 
response to the opening question and, potentially, to one or 
more folloW-up questions, the most appropriate routing point 
is determined, and the call is transferred. If the call is about a 
technical problem With one or more of the provider’ s services 
(e.g., broadband lntemet 312, cable TV 314, or telephone 
316), the call is connected to one of the three respective 
troubleshooting dialog systems 312, 314, 316. If customers 
face problems With more than one service, they can be inter 
connected to one of the other troubleshooting dialog systems 
312, 314, 316 or back to the call router 310. 

[0028] FIG. 4 shoWs another embodiment of a system over 
vieW of a spoken dialog system. As disclosed therein a spoken 
dialog system 1, comprises a computer including a signal 
input/output, such as via a netWork interface 2, for receiving 
input such as an audio input, a processor 4, and memory 6, 
including program memory 10. The system 1 may be imple 
mented on a general -purpose computer under the control of a 
softWare program. Alternatively, the system 1 can be imple 
mented on a netWork of general-purpose computers and 
including separate system components, each under the con 
trol of a separate softWare program, or on a system of inter 
connected parallel processors. Although complex, it is 
believed that suitable softWare for performing the various 
functions described herein can be designed and constructed 
by computer programmers of ordinary skill. 
[0029] The system 1 includes a speech recognition engine 
(i.e. a speech recogniZer) 140. The system also includes data 
storage memory 20 including a number of data stores 21, 22, 
23, 24, 25, 26, 27 Which can be hosted in the same computer 
or hosted in a distributed netWork architecture. Grammars are 

held in a grammar data store (not shoWn). The system 1 
includes a data store for a plurality of utterances 22 received 
via the audio input. The system 1 further includes a classi?er 
component including a classi?er data store 23 comprising a 
set of semantic classi?ers (i.e., an initial set of classi?ers), as 
Well as a semantic classi?er program 14 for, When executed 
by the processor, mapping the set of utterances processed by 
the speech recogniZer 12 to the set of semantic classi?ers. 
[0030] The system can also include a logging component 
including logging program 11 for, When executed by a pro 
cessor, logging and storing data associated With the collected 
set of utterances. A logging data store 21 can store instances 
of speech recognition events identi?ed by the speech recog 
nition device at the semantic classi?ers together With logging 
data for the semantic classi?ers. Instances of utterance rec 
ognition events at these classi?ers can be stored together With 
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logging data including the name and version of the classi?er 
(s) active, the semantic class resulting in the highest classi? 
cation score of the current utterance, the state in Which the 
utterance Was recognized, the speech recognizer’ s hypothesis 
of the respective utterance, acoustic and semantic con?dence 
scores of the respective utterance, the speech data itself, the 
spoken dialog system’s version and additional information 
about the system, the caller, and the utterance. 
[0031] The logging data store 21 also includes relevant 
information about calls handled in a prede?ned period of time 
(eg hours, days, or months). This information is generally 
used for monitoring and billing for the IVR usage. Among 
other types of information, the call log database may include 
a categorization of each call based on the degree of success of 
the call in resolving a speci?c caller’s customer care issue. 
For example, the IVR hosting company may charge a fee to 
the enterprise for the customer care service provided for each 
successfully completed call, as reported in the call log data 
base. The information in the call log database may also or 
alternatively be used for assessing the overall quality and 
effectiveness of the IVR, improving it, or monitoring unpre 
dicted changes in the environment (eg outages in the ser 
vices provided). Other non-limiting examples for logging 
entries are: 

[0032] activities and processes the call Went through 
[0033] the outbound transitions of activities and pro 

cesses 

[0034] the caller’s phone number (ANI) and the number 
he/ she called (DNIS) 

[0035] the call time 
[0036] the type/number/con?guration of the caller’s 
equipment (box, modem, router, computer, sWitch, 
DVR, remote control, etc.) 

[0037] the return results of backend queries and services 
[0038] the caller’s e-mail, address, payment details, 

account status, etc. 
The system also includes a dialog manager 160, Which 
includes at least one decision module 162, a Weighting mod 
ule 164, and a probability estimator operatively connected to 
the dialog manager. 
[0039] FIG. 5 shoWs a netWork environment 500 adapted to 
support the present invention. The exemplary environment 
500 includes a netWork 504, and a plurality of computers, or 
computer systems 502 (a) . . . (11) (Where “n” is any suitable 
number). Computers could include, for example one or more 
SQL servers. Computers 502 can also include Wired and 
Wireless systems. Data storage, processing, data transfer, and 
program operation can occur by the inter-operation of the 
components of netWork environment 500. For example, a 
component including a program in server 502(a) can be 
adapted and arranged to respond to data stored in server 
502(1)) and data input from server 502(c). This response may 
occur as a result of preprogrammed instructions and can 
occur Without intervention of an operator. 
[0040] The netWork 504 is, for example, any combination 
of linked computers, or processing devices, adapted to access, 
transfer and/or process data. The netWork 504 may be private 
Internet Protocol (IP) netWorks, as Well as public IP netWorks, 
such as the Internet that can utilize World Wide Web (WWW) 
broWsing functionality, or a combination of private netWorks 
and public netWorks. 
[0041] A computer 502(a) for the system can be adapted to 
access data, transmit data to, and receive data from, other 
computers 502 (b) . . . (11), via the netWork or netWork 504. 
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The computers 502 typically utilize a netWork service pro 
vider, such as an Internet Service Provider (ISP) or Applica 
tion Service Provider (ASP) (ISP and ASP are not shoWn) to 
access resources of the netWork 504. 

[0042] The computers 502 may be operatively connected to 
a netWork, via bi-directional communication channel, or 
interconnector, 506, Which may be for example a serial bus 
such as IEEE 1394, or other Wire or Wireless transmission 
media. Examples of Wireless transmission media include 
transmission betWeen a modem (not shoWn), such as a cellu 
lar modem, utilizing a Wireless communication protocol, or 
Wireless service provider or a device utilising a Wireless 
application protocol and a Wireless transceiver (not shoWn). 
The interconnector 504 may be used to feed, or provide data. 
[0043] The terms “operatively connected” and “operatively 
coupled”, as used herein, mean that the elements so con 
nected or coupled are adapted to transmit and/ or receive data, 
or otherWise communicate. The transmission, reception or 
communication is betWeen the particular elements, and may 
or may not include other intermediary elements. This connec 
tion/ coupling may or may not involve additional transmission 
media, or components, and may be Within a single module or 
device or betWeen one or more remote modules or devices. 

[0044] For example, a computer hosting 1 a dialog manager 
160 including a decision module 164 and Weighting module 
164 may communicate to an external computer hosting a 
probability estimator 166 via local area netWorks, Wide area 
netWorks, direct electronic or optical cable connections, dial 
up telephone connections, or a shared netWork connection 
including the Internet using Wire and Wireless based systems. 
The probability estimator 166 can be implemented on exter 
nal servers Which compute the log data. The estimator 1 66 can 
then produce the Weights as described herein and deliver them 
a Weighting module 164 Which, at runtime, controls a deci 
sion module 162 making sure that a percentage of routed 
traf?c corresponds to the Weights. In one embodiment, the 
probability estimator 166 can be an entire server cluster 
Which implements When it comes to the parameter-dependent 
Weighting. 
[0045] It Will be appreciated from the above that embodi 
ments the invention may be implemented as computer soft 
Ware, Which may be supplied on a storage medium or via a 
transmission medium such as a local-area netWork or a Wide 

area netWork, such as the Internet. It is to be further under 
stood that, because some of the constituent system compo 
nents and method steps depicted in the accompanying Figures 
can be implemented in softWare, the actual connections 
betWeen the systems components (or the process steps) may 
differ depending upon the manner in Which the present inven 
tion is programmed. Given the teachings of the present inven 
tion provided herein, one of ordinary skill in the related art 
Will be able to contemplate these and similar implementations 
or con?gurations of the present invention. 
[0046] Spoken dialog systems robust enough to be appli 
cable to commercial deployments have employed a standard 
ized frameWork by Which a voice broWser is used as the 
interface betWeen the standard components of a dialog sys 
tem. For instance, VoiceXML acts as a communication pro 
tocol betWeen dialog manager and voice broWser. VoiceXML 
is a language that controls Which prompts to play, Which 
language recognition and understanding models to invoke, 
and hoW to navigate betWeen call states. Another straightfor 
Wardparadigm for building spoken dialog systems is doing so 
in a systematic manual manner. Similar to handcrafting a 
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decision tree, a call ?oW starts With a root activity that can, for 
instance, present an initial prompt to the caller. Depending on 
Which caller responses can be output by the SLU 140, a 
number of conditional transitions, orpaths, exit the root activ 
ity leading to other activities Which do certain things before, 
again, exiting With a number of transitions. And so on and so 
forth. Generally, a call How is a ?nite state machine Whose 
nodes are activities and Whose arcs are conditions, or paths. 
Most commercial implementations of spoken dialog systems 
are based on the call ?oW paradigm, i.e., a manually designed 
?nite state machine Whose nodes can be seen as activities and 
arcs as transitions or paths betWeen these activities. Activities 
include: 

[0047] interactions betWeen the system and the user to 
gather or provide pieces of information, 

[0048] interactions betWeen the dialog system and other 
systems in local or Wide area networks (backend data 
bases, outage detection modules, line quality check, 
mesh-up Web services, telephony network, etc.), 

[0049] any type of internal processing (running scripts, 
performing calculations, making random or conditional 
decisions, etc.). 

[0050] The introduction of WYSIWYG tools for the gen 
eration of call ?oWs through graphical interfaces also came 
With mechanisms for directly producing VoiceXML code 
from the graphical call ?oW representation. More advanced 
techniques produce code that is run on Web servers generating 
VoiceXML code dynamically during application run time. 
These tools enable quick bootstrapping of neW applications. 
Call ?oWs can be organiZed in hierarchical levels of arbitrary 
depth thereby alloWing for highly complex applications (e. g., 
an Internet troubleshooting application involving over 2000 
activities invoking more than 10000 pre-recorded system 
prompts and almost 1000 distinct language models and 
semantic classi?ers as described in K. Acomb, J. Bloom, K. 
Dayanidhi, P. Hunter, P. Krogh, E. Levin, and R. Pieraccini, 
“Technical Support Dialog Systems: Issues, Problems, and 
Solutions,” in Proc. of the HLT-NAACL, Rochester, USA, 
2007, the entirety of Which is incorporated by reference 
hereby). 
[0051] Rapidly prototyping, building, and maintaining 
spoken dialog systems of this scale in a manual fashion do not 
result in optimal performance as designers mostly rely on 
their oWn experience or that of experts from the ?eld or on 
heterogeneous knoWledge sources (analysis results from 
similar applications, psychology research, inference). Call 
?oW portions are implemented in an ad-hoc fashion because 
designers knoW that there is no prior knoWledge available for 
the speci?c topic they are Working on. AnsWers to 

[0052] hoW to exactly phrase a prompt; 
[0053] Whether to use an open-ended prompt, directed 

dialog, or a yes/no question; 
[0054] in Which order questions are asked and backend 

queries and actions are performed; 
[0055] hoW to set activity parameters such as rejection 
and con?rmation thresholds, sensitivity, time-out; 

[0056] When to escalate a caller to a human operator; etc. 
are most often unknoWn, and, consequently, decisions are 
made according to the designer’s “gut feeling.” 
[0057] Almost every aspect and property of a call How can 
be considered a variable; for example, prompt Wording, dia 
log direction type (open, directed, or mixed), order of ques 
tions asked and/or actions taken, speech recognition thresh 
olds (sensitivity, con?rmation, rejection), etc. The question 

Mar. 28, 2013 

arises: What should the values of these variables be set to? 
The general approachiand the only feasible one for design 
ers of complex commercial applications that require quick 
deployment schedulesiis to set most of the variables based 
on the interaction designer’s gut feeling, past experience, 
“best practices” (i.e. strategies said to Work best by experts), 
or sometimes even random Whim. Some examples of such 
choices are: 

[0058] The prompt is not to read “sorry, just say yes or 
no” because this sounds too apologetic. 

[0059] The directed dialog Will not have more than ?ve 
choices because cognitive science suggests that human 
memory cannot hold more than that many informational 
items. 

[0060] Ask ?rst for the travel date and then for the depar 
ture location. 

[0061] LoWer the Weight of the operator grammar rule 
because otherWise noise is too often falsely accepted as 
operator. 

[0062] Set the sensitivity to 0.6, the time-out to 4 s, the 
rejection threshold to 0.2 and the con?rmation threshold 
to 0.7. 

[0063] A decision module provisionally implements a 
number of competing paths in a spoken dialog system for 
testing. In one embodiment, a decision module is imple 
mented by randomly routing certain portions of tra?ic to 
individual paths and computing reWard probability density 
functions for each of the routes or paths, and estimating the 
probability that a route Will be the actual best performer. 
When the probability of a certain route exceeds a certain 
threshold (e. g. 0.95), this route is regarded as the statistically 
signi?cant Winner. 
[0064] From a designer’s point of vieW, a decision module 
is an activity in the call ?oW that has one incoming transition 
orpath and several outgoing transitions orpaths leading to the 
set of competitors, or strategies, for a speci?c decision mod 
ule design. In one embodiment, the decision of Which com 
petitor to take at runtime is made by a random generator that 
uses a set of Weights in?uencing hoW much traf?c is routed to 
each of the competitors (usually, the initial Weights are all 
equal). Hence, under the decision module design paradigm 
the process comprises: designing a plurality of choices and 
implementing all choices, and determining the best choice by 
implementing a probability estimator that includes a reWard 
function. 
[0065] Conservatively, one Would collect as many data 
points as necessary to determine the statistically signi?cant 
Winner of a decision module instance. Depending on hoW 
much tra?ic the path receives as Well as hoW different the 
performance of the competitors is, this collection could take 
a very long time. For instance, in Example 2, even after 
collecting data for more than half a year, a ?nal decision could 
not be made. 

[0066] Accordingly, disclosed is an embodiment for 
dynamically adjusting the Weights in?uencing the load on 
every competitor according to the probability p that the 
respective competitor is the actual Winner based on the obser 
vations collected so far, in contrast to Waiting until statistical 
signi?cance is found. In one embodiment, at run time, a 
decision module activity Will randomly decide Which alter 
native path to take. The random decision can be based on a set 
of randomization Weights that make sure that, on average, a 
prede?ned amount of call tra?ic is routed to a given altema 
tive. This Weighting, among other things, 
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[0067] allows for optimizing the cumulative perfor 
mance of the application 

[0068] allows a certain alternative to be preferred right at 
the beginning of the experiment since it is expected to 
out-perform the others, and 

[0069] alloWs for the exploration of the performance of 
an alternative even When it has been found to underper 
form (since, sometimes, the performance of alternatives 
can considerably change after certain events, as shoWn 
beloW in Example 1). 

Described is the reWard function and the mathematical foun 
dations therefore by Which decision events are evaluated 
under the heading ReWard Function. Then, examples of deci 
sion module con?gurations as Well as the applications they 
Were implemented in are described, and ?ndings therefore. 
[0070] ReWard Function 
[0071] The performance of commercial spoken dialog sys 
tems can be expressed in many Ways, though tWo of the most 
common metrics comprise: 
[0072] 1. Automation rate A (also referred to as task 
completion rate) 
[0073] 2. Average handling time T 
Both metrics have a direct impact on the application’s bottom 
line, Where the application is a spoken dialog system 
deployed to reduce costs incurred by employing human 
agents. The higher the automation rate, the higher the savings 
to the customer and the loWer the handling time, the loWer the 
expenses (e.g. hosting costs). These metrics are so often used 
because they can be calculated Without human intervention 
by directly measuring the call outcome and call duration. It is 
also generally believed that these metrics correlate With user 
experience in that users generally prefer to complete a task 
and to do it in as short a time as possible. In order to evaluate 
the performance of our call ?oWs, described is a reWard 
function R that combines both automation rate and average 
handling time With a trade-off rate TA, described beloW. The 
value of the trade-off rate is arrived at on a customer-by 
customer basis depending on the perceived relative impor 
tance of automation rate versus handling time. Explicitly, the 
reWard function is: 

[0074] The foundations for the ReWard Function are as 
folloWs. 

[0075] The main argument for using commercial spoken 
dialog systems is to replace the human agent role in a tele 
phone conversation in order to save costs. Other arguments 
such as consistency of performance or ease of scalability can 
also be mapped to cost savings. This is since call center agents 
can be extensively, consistently, and persistently trained 
(Which is expensive), and a good number of agents could be 
kept on-call to account for unexpected peek situations like 
during outages (Which is also expensive). 
[0076] Every successfully automated call prevented a 
human agent to handle the same call, so, there is a (potentially 
call-type-dependent) saving amount associated With this call. 
This amount W A can be estimated based on statistics draWn 
from call center transactions. On the other hand, automated 
calls produce costs such as hosting, licensing, or telephony 
fees Which depend on the duration of the call T. The per-time 
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unit cost WT can be calculated considering the former (and 
other) factors. Formally, the savings for a call are 

s: WAA— WTT (1) 

[0077] Here, the ?ag Ae{0, 1} determines Whether the call 
Was automated or not. For the sake of simplicity, regard W A 
and WTas call-independent constants in the folloWing, so, for 
a set of calls 1, . . . N With the respective automation ?ags A1, 

. . .AN and the durations T1, . . . ,TN, the average savings can 

be estimated as 

i 1 N (2) 

s = N; WAAn - WTTn. 

Any optimiZation technique implemented may have an 
impact on the individual call’s automation ?ags or durations, 
so, in fact, they are variables depending on the system in use. 
Without loss of generality, the system in use can be described 
by a system parameter vector describing one particular sys 
tem out of the set of all possible systems. NoW, to optimiZe a 
spoken dialog system is to use that parameter vector E65 
yielding the maximum average savings 

A l N (3) 

g : argrnaxNZ WAAn(§) — WTTn(§) 
g: 11:1 

: argmax 

n:1 

With 

WA 

a parameter describing the trade-offbetWeen savings induced 
by automation and costs induced by duration. Its unit is in 
time domain, and it can be interpreted as the duration of an 
automated call for Which savings and costs are en par. As 
example, consider that a human operator costs 12.50 US$ for 
successfully handling a certain type of call. Further assume 
the softWare-as-a-service vendor of the spoken dialog system 
charges 15 US cents per minute for an automated call of the 
same type. T A:5,000 s is calculated for this scenario. 
[0078] Returning to the reWard function, Equation 3 dem 
onstrates that the reWard can also be expressed in terms of 
agent time saved by the application: 

R :TAA-T (4) 

In contrast to Equation 1, this representation avoids speaking 
in currency units. 
[0079] The optimiZation of commercial spoken dialog sys 
tems is based on the notion of a reWard function. With respect 
to making optimal decisions among competing systems, 
Equation 3 is mathematically someWhat imprecise in that 
(1) there may not be equally many samples (N) draWn for each 
system 
(2) the average savings for a system E may not be statistically 
stable enough to make a hard decision on What the best system 
is. 
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[0080] A decision module and technique can be imple 
mented “live” and relies on splitting traf?c among multiple 
systems With strongly varying degrees, so, N highly depends 
on the system. Moreover, it is possible that N(§) is very small 
such that the arg max operation of Equation 3 becomes unre 
liable. Accordingly, the decision module alloWs for hard deci 
sions to be replaced by probability-based soft decisions as is 
described beloW. 
[0081] In one embodiment, a certain amount of tra?ic is 
routed to each of the competing alternative paths of the deci 
sion modules by randomly choosing one of them in every call 
and then measure the average reWard for each path by looking 
at data. The invasiveness of this approach can be reduced by 
loWering the amount of tra?ic hitting certain paths expected 
to be underperforming. Generally, the randomiZer that 
decides Which of the alternative competing paths gets a given 
call, uses a set of Weights to decide hoW much traf?c to route 
to Which competing path. When these Weights are real-valued 
non-negative numbers summing up to one, then each of them 
can be interpreted as the probability With Which the respective 
decision module path is chosen. The expectation is that the 
respective decision is probably the Winner, taking all avail 
able statistical information into account. E.g., When there 
Were tWo paths A and B, and the data shoWs that A is the 
Winner With a 80% chance, 80% of the tra?ic shouldbe routed 
to A. While collecting more and more data, the probabilities 
keep changing, and the tra?ic hitting each path keeps chang 
ing accordingly, until, at some point in time, the probabilities 
converge, and a de?nitive Winner is found. 
[0082] The estimation of the decision module probabilities 
can be based on statistical tests such as t and Z tests for 

tWo-Way decision module splits. 
[0083] Here, the probability of a competitor being the Win 
ner is the p value of observing a value for the test statistic that, 
assuming the null hypothesis being true, is at least as extreme 
as the value that Was actually observed. Consequently, statis 
tical signi?cance of the decision module approach is inherent 
to the probability estimation. A competitor is signi?cantly 
underperforming When its probability falls under, say, 1%, 
i.e., a p value of 0.01. In case of an n-Way decision module 
split, the numeric solution of n-dimensional integrals over the 
probability distributions of each of the competitors is 
required. 
[0084] There can be tWo Ways of implementing the deci 
sion module probability estimator. The probability Weights 
can be calculated as described above and be static to a given 
decision module split. On the other hand, the probability may 
depend on run-time variables such as the identity of the caller, 
the season, day of the Week, or time of the say, the response to 
questions in the history of the call, or even acoustic param 
eters indicating a certain caller behavior. 
[0085] Thus the decision module and technique can provi 
sionally implement a number of competing paths in a com 
mercial spoken dialog system. By randomly routing certain 
portions of traf?c to individual paths and computing average 
reWards for each of the routes, the goal is to ?nd out Which one 
performs best. 
[0086] Next is disclosed a Way to address and do aWay With 
common uncertainties on hoW to set up decision module 
Weights, hoW much data needs to be accumulated to draW 
reliable conclusions, and hoW this relates to the notion of 
statistical signi?cance. 
[0087] In Example 1 beloW is a cable TV troubleshooting 
application for replacing human agents in certain situations. 
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The original application performed an automated reboot of a 
dysfunctional cable box ?rst, and, in case this did not ?x the 
problem, it instructed the caller hoW to do a manual reboot. At 
some point, the manager of the call center deploying this 
application suggested to reverse the reboot order, i.e., ?rst 
manual, then automatic, as this Was the order the center’s 
human operators employed, and the manager Was convinced 
this Was the optimal order. 
[0088] Traditionally, and depending on the position of the 
requesting party, such requests are implemented Without fur 
ther questioning. In a post-mortem analysis, the performance 
impact of the change may be measured to prove (or possibly 
disprove) the initiator’s arguments. HoWever, in doing so, it 
happens often enough that a number of disparate performance 
metrics are consulted until one proving the initial argument is 
found. E.g., in the above example, the original implementa 
tion may have resulted in a higher automation rate than the 
neW one, Whereas the latter produced loWer average handling 
times. HoWever, automation rate and average handling time 
are oppositional metrics, since failed automation often results 
in short calls, as opposed to automated calls often taking a 
considerably longer duration. 
[0089] Also, a comparison of average performance under a 
performance metric before and after the fact may not be very 
reliable. This can be because of the time dependence of per 
formance due to seasonal deviations and special events such 
as outages, promotions, technical changes, etc. For example, 
in the cable system described above and in Example 1, a 
recent change to the backend services of a certain application 
shoWed a performance gain of 1.5 percentage points, similar 
improvements had been reported during the summer season 
of previous years Without any changes to the application at 
those times. 

[0090] In one embodiment, simultaneous deployment of 
the tWo systems in comparison and the routing of reasonable 
portions of tra?ic to both of them are employed. Similarly, a 
single system can be deployed containing a splitting module 
that, for every call, randomly selects one of its outbound 
transitions (paths). Each of the paths leads to an implemen 
tation of one of the competing strategies. This approach over 
comes the time dependence but comes along With some other 
questions. For example, after a couple of hours, results are 
normally not yet reliable, and one has to Wait for a certain 
degree of statistical signi?cance. So, When are results statis 
tically signi?cant? Different thresholds have been proffered, 
such as: 

[0091] After tWo Weeks. 
[0092] After 10000 calls. 
[0093] When the performance difference is at least 1%. 
[0094] Even if one of the above ansWers is correct (Which 
they are not for many possible scenarios), there are other 
questions not yet ansWered such as: 

[0095] HoW do these ansWers vary for decision modules 
With more than tWo paths? 

[0096] Is it possible to vary the amount of tra?ic going 
doWn the path prior to achieving the required statistical 
signi?cance in an attempt to optimiZe the gross average 
performance of the deployment including the decision 
module stage? 

[0097] The above questions are addressed in a mathemati 
cally sound fashion beloW. The reWard function alloWs for a 
decision module analysis to take place. Statistical signi? 
cance in a decision module scenario is addressed under “Sta 
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tistical Signi?cance.” The impact of a dynamic adjustment of 
the tra?ic going down decision module paths follows under 
“Adjusting the Traf?c.” 
[0098] Statistical Signi?cance 
[0099] To avoid situations where constant arguments about 
the performance metric to be used prevent a decision module 
experiment from being conclusive, all involved parties agree 
on a single scalar metric for all the further considerations. A 
typical scalar performance metric is the fact whether a call 
was automated (AIl) or not (AIO). This type of scalar per 
formance metric is also referred to as reward as done in many 
reference publications on machine learning of dialog man 
agement strategies as well as reinforcement learning. Hence, 
in order to express a call’s performance solely based on 
whether it was automated or not, the reward function is 

RIA. (1) 

[0100] A single raw metric such as whether a call was 
automated, the handling time, the number of operator 
requests, whether the caller hung up, or the number of recog 
nition failures, to name only a few, is not exactly what the 
application analysis team was searching for. Rather, the 
actual reward function can be any type of combination 
between these metrics, eg a linear combination. If, for 
instance, only ?nancial arguments are to be considered (prin 
ciple (A) in the introduction), a derivation of a call’s reward 
could read as follows: 

[0101] Every automated call prevents a human operator 
from handling the call and consequently saves a certain 
average amount R A. 

[0102] On the other hand, every minute of running a 
spoken dialog system generates the cost RT for hosting 
and license fees, telephony, energy, hardware, mainte 
nance, and so on. 

For this simple derivation, the savings (or reward) R produced 
by a call with the duration T are 

R :RAA—R TT (2) 

[0103] To be able to estimate the statistical signi?cance of 
results, a parameteriZed model of the probability density 
function of the reward, f(r) is described. First, however, is 
derived 3“ for the simple case of the automation-dependent 
reward (see Equation 1 of the present section). Considering 
that there is an (unknown) probability p A::p(A:l ), it is estab 
lished that a call will be automated, then RIl with probability 
p A and RIO with probability l—pA. Consequently, the density 
function 

f (WA):(1—PQ)5(F)+PQ5(F—1)- (3) 

is obtained. 
[0104] Next, model J“ for the case of the ?nancial reward 
function (Equation 2). First, model the probability density of 
the call duration for both automated and non-automated calls. 
A Gamma distribution is used as a probability model for 
handling times. It is de?ned as [6] 

Ba 

0 : otherwise 

with the two parameters 0t (shape parameter) and [3 (rate 
parameter). Since t is a time variable, [3 has the unit s_1, as 
does g. FIG. 6 shows a duration distribution of non-automated 
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calls to the example cable TV troubleshooting system mea 
sured on the most recent 622, 900 calls handled. It also shows 
the best-?tting Gamma distribution according to the least 
squares method. 

[01 05] In order to derive the density function for the reward 
function as a whole, consider 

[0106] 
[0107] the fact that the distribution parameters can 

strongly vary between automated and non-automated 
calls; so distinguish between otA, [3A and otN, [3N 

[0108] This results in ?ve free parameters altogether and a 
combined bivariate density function. 

[0109] 1. When does a Decision Module not Use Common 
Statistical Hypothesis Tests? 

[0110] Once an application including a decision module 
goes into production, traf?c is routed down all the decision 
module paths. Each of the processed calls is associated with 
one of the I paths as well as certain reward observations: 

[0111] Now, rather than computing the average perfor 
mance for all elements of Ri to determine the winning path, an 
approach is followed whereby an estimate how likely it is that 
path i is the actual best-performing path is made. This 
approach follows the principles of statistical hypothesis test 
ing [7] in that it aims at estimating probabilities for certain 
hypotheses. However, after exploring the properties of com 
mon test statistics such as t- or Z-test, it turns out there are 
several reasons they cannot apply in all embodiments: 

[0112] These statistics can only be applied when com 
paring exactly two competitors. 

[0113] Statistical tests involving more than two competi 
tors such as ANOVA [8] or Tukey’s test [9] compare all 
competitors in a pair-wise fashion to ?nd out which ones 
signi?cantly differ from one another. This is again not 
applicable to a scenario which is to determine a single 
probability for a given competitor to be the winner. 

[0114] The test statistics are imprecise due to certain 
assumptions such as that 

[0115] the reward follows a univariate normal distri 
bution, 

[0116] 
path, 

[0117] that the variations of the compared univariate 
normal distributions are either known or equal each 
other. 

The probability of automation pa, and 

that there is a minimum number of samples per 

[0118] 
[0119] Taking all common test statistics aside, the winning 
probability of a decision module path using raw mathematical 
means and knowledge about the reward density is undertaken. 
To begin, look at a single decision module path and assume 
knowledge of its optimal parameteriZation a which is the set 
of all parameters of the reward function model. The respective 
probability density for a single observed call is f(r;a). If 
exactly two calls resulting in the reward set R:{rl, r2} were 
processed, there were two orders in which these events could 
have happened, and the probability density combination 
would have been 

2. Estimating Winning Probabilities 
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Which can be generally Written as 

f(R: a) = c]_[ m; a) (8) 
reR 

With the normalization constant c. NoW, it is time to get a 
second decision module path into play. Using the above deri 
vations, determine hoW likely it is that the expected reWard of 
Path 1 given its observation set R1 is greater than that of Path 
2 given R2. In doing so, consider (i.e. integrate over) all 
possible model parameteriZations for both paths all of Which 
could potentially have produced R1 and R2: 

0 : otherwise 

Where E(r; a) refers to the expected value of r given the model 
a. To knoW p(rl>r2) in a tWo-path decision module, directly 
leads to the Winning probabilities 

In order to extend this derivation to multiple paths, the fact 
that a decision module Winner i is supposed to outperform all 
other competitors j;j#i is used. In the list of all I! possible 
performance rankings, there are (I-1)! rankings With i at the 
top. E.g., given a four-path decision module, there are (4-1) 
1:6 scenarios for path 3 to be the Winner 

The probabilities for all these scenarios have to be summed up 
to yield ith Winning probability 
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Where the individual addends can be calculated via an exten 
sion of Equation 9: 

0 : otherwise 

[0120] 3. A 3-Path Decision Module 
[0121] While the above formula apparatus may seem 
overly complex and probably gives a slight ?avor of intrac 
tability, computational complexity is generally not a problem 
here. This is mainly because of the very limited number of 
decision module paths in most commercial deployments 
rarely exceeding ?ve or so. Furthermore, calculation com 
plexity can be largely reduced by using simple reWard func 
tions such as the automation-based one (see Equation 1). To 
prove this point, consider a 3-path decision module and 
quickly reiterate over all the steps explained in 2. Estimating 
Winning probabilities above. To get started, it should be 
pointed out that there is a single parameter arpA per path in 
the automation reWard scenario and that the reWard set is 
composed of only tWo possible values, 0 and 1. Therefore, a 
reWard set R can be represented by the counts of ones (c 1 and 
Zeros c0). Using Equation 3 for the speci?c density function, 
and understanding that the expected reWard is equivalent to 
the actual probability of being automated, E(r; p A):p A alloWs 
Equation 8 to be reWritten as 

The next step is to insert the result into Equation 13 

Finally, the three Winning probabilities are obtained using 
Equation 12 (and discarding the parameter arguments): 

[0122] Adjusting the Tra?ic 
[0123] Having noW learned hoW to determine the Winning 
probability of a path, the question arises on hoW these ?ndings 
are to be translated into actions and When to do so. For 
example, does a Winning probability of 1% mean one should 
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remove the path from the decision module? Or 5%, or 10%? 
What if there Were 10 paths each of Which has a 10% Winning 
probability? What should one do When the progress is 
extremely sloW? 60% probability after one Week, 70% after 
three Weeks, 80% after tWo months? In explaining Why does 
the decision module not use common statistical hypothesis 
tests, an analysis method Was introduced as a statistical 
hypothesis test similar to established ones such as t- or Z-tests. 
Those use a p-value and an associated signi?cance level to 
determine Whether a difference is assumed to be statistically 
different. Common signi?cance levels are 5%, 1%, and 0.1%, 
so similar levels could also be assumed in the present test. 
HoWever, the argument made above that, the more paths are 
involved, the lesser the individual probabilities become, indi 
cates that the signi?cance level should be suf?ciently small 
for the task in question. 
[0124] Accordingly, disclosed is an approach for embodi 
ments to adjust path traf?c in a continuous fashion using the 
Winning probabilities themselves as Weights. That is, When a 
path shoWs a 90% probability to be the Winner, 90% of tra?ic 
is routed doWn this path. 
[0125] Three different approaches are compared to assess 
the gross average reWard: 

[0126] (1) Randomly choosing a Winner. 
[0127] (2) Chose a Winner once its Winning probability is 
above a certain threshold. 

[0128] (3) Dynamically adjust tra?ic based on Winning 
probabilities. 
[0129] Before starting, the agreed upon standards are set 
forth: 

[0130] If the decision module Winner Were knoWn from 
the very beginning, the actual in?nite-horizon reWard of 
the best performing path could be achieved. 

[0131] Without loss of generality, the focus is on a tWo 
path decision module. 

[0132] Let A be the (positive) performance difference 
betWeen the actual in?nite-horizon reWards of the deci 
sion module paths. 

[0133] The decision module deployment starts at time t0. 
[0134] Starting With (1), randomly choosing a Winner, if 
Path 1 is randomly chosen to be the Winner it Will be optimal 
(Fr) With probability p and sub-optimal ((r:r)—A) With 1—p. 
So, the expected reWard at time t0 is 

Analogously, routing all traf?c doWn Path 2 Would result in 

When the decision to route doWn a certain path is made 
completely randomly, then p:0.5 and, consequently, 

[0135] Next, Option (2) is explored. Instead of routing ran 
dom tra?ic to both paths for the entire time of the deployment, 
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this is only done upon achievement of a probability update at 
time t1 of 

If Ap>0, a hard decision to route all tra?ic to Path 1 can be 
made: 

= f — 05A + ADA > E1(r, [0). 

Otherwise, tra?ic is routed to Path 2: 

E26. 11) = f — Mp + A.» (22) 

= 2 - 05A - ApA > EU, 10). 

Thus, routing the full traf?c to the mo st probably Winning 
path after Waiting until t1 (2) outperforms the purely random 
choice (1). 
[0136] Finally, Option (3) is compared. Revisiting (2) for a 
moment, a typical approach Would be to leave 50% tra?ic on 
both paths until, at a time t1, a certain statistical signi?cance 
Was found (e.g., p<5% or p>95%) and then to route full traf?c 
to the probable Winner. Assume the Winning probability is 
analyzed at a time t' With t0<t'<t1 and ?nd, similar to Equation 
20, 

As opposed to the above example, this time, make a soft 
decision by routing p(t') tra?ic to the respective path. If AP>0 
the updated expected reWard becomes: 

: f — 0.5A + ZAZA > E1(r, to). 

The equivalent can be shoWn for Ap<0. This proves that an 
update according to the Winning probability is bene?cial for 
the gross reWard of an application. 

EXAMPLES 

Example 1 

[0137] In a ?rst example, three decision modules are 
applied to a cable television troubleshooting application, one 
four-Way split and tWo tWo-Way splits. Table 1 contains the 
experimental properties. As the experiment Was based on less 
than 40,000 calls, With a single exception, none of the deci 
sion modules Was found to perform statistically signi?cantly 
Worse than its competitors. Only one decision module of the 
four-Way split resulted in a probability of less than 1%. 
Despite this lack of data to make ?nal decisions, the adapted 
probabilities resulted in an overall performance gain of 
AR:29.4 s (for the underlying reWard function, see Equation 
4) as compared to the baseline system Which used equiprob 
able decision modules. 
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TABLE 1 

Corpus statistics decision module experiment 

#calls (tokens) 38.004 
T A 5.000 s 

R baseline 253.4 s 

R after contending 282.9 s 
AR 29.4 s 

Example 2 

System and Decision Modules 

[0138] Seven decision modules were implemented in ?ve 
commercial spoken dialog systems that processed 2.9 million 
calls. A brief overview of the decision modules and systems 
evaluated is given, followed by a presentation of data facts 
and results. 
[0139] 1. Cable TV Troubleshooting, Provider X 
[0140] Three decision modules were put into production at 
one of the call centers of a cable TV provider. The dialog 
system in question is a TV troubleshooting system able to 
remotely reset cable boxes, help with badpicture quality or no 
picture at all, poor audio quality, the channel guide, the 
remote control, error messages, as well as other technical 
problems. 
[0141] C1. Call-reason disambiguation. Compare different 

strategies (open-ended prompt, yes/no question, directed 
menu) for collecting the technical problem the users are 
having with their cable TV 
[0142] C1a. Please tell me the problem you are having in 
one short sentence. 

[0143] C1b. Are you calling because you’ve lost some or 
all of your cable TV service? followed by C1a) if the 
answer was ‘no’. 

[0144] C1c. C1a+or you can say ‘what are my choices’ 
followed by a back-up menu if the answer was ‘choices’. 

[0145] C1d. C1b followedby C1c ifthe answer was ‘no’. 
[0146] C2. Box unplugging instructions. Explore the 

impact of different troubleshooting techniques w.r.t. 
unplugging a cable box. 
[0147] C2a. The caller is asked to unplug the cable from 

the back of the cable box. 
[0148] C2b. The caller is asked to unplug the cable from 

the back of the cable box or, alternatively, from the wall. 
[0149] C3. Box reboot. Explore the impact of manual or 

automatic cable box rebooting. 
[0150] C3a. The system performs an automated cable 
box reboot. If it fails the caller is asked whether he or she 
feels comfortable doing a manual reboot. If the answer is 
‘no’ then the caller is escalated to a human. 

[0151] C3b. The system asks whether the caller feels 
comfortable doing a manual reboot. If he or she says ‘no’ 
the system performs an automated reboot. 

[0152] 2. Cable TV Troubleshooting, ProviderY 
[0153] The TV troubleshooting system of a second cable 
provider with very similar capabilities as the one described 
above. 
[0154] C4. Opt-in. Explore the effect of phrasing differ 

ences in persuading the user to engage with the automated 
system (also referred to as opting-in). 
[0155] C4a. To begin troubleshooting with me, the auto 
mated agent, say ‘let’s start now’. [2 sec pause] Other 
wise, you can say ‘representative’. 
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[0156] C4b. To get started, say ‘continue’. [2 sec pause] 
If at anytime you’d like to troubleshoot with a customer 
service representative, just say ‘agent’. 

[0157] 3. Cable TV Troubleshooting, Provider Z 
[0158] The TV troubleshooting system of yet another cable 
provider, again with very similar capabilities as the one 
described in 1. 
[0159] C5. No-picture troubleshooting order. Explore 

switching the order of troubleshooting steps. 
[0160] C5a. First have the caller reboot the cable box. If 

this does not help then ask the caller to verify that the 
input source is correctly set. 

[0161] C5b. First verify that the input source is correctly 
set. If this does not help, reboot the cable box. 

[0162] 4. Internet Troubleshooting 
[0163] The Internet troubleshooting spoken dialog system 
can help callers resolve lost, slow, and intermittent Internet 
connections; ?x e-mail sending and receiving problems; set 
up a new account, regulate parental controls, ?x a missing dial 
tone for Voice-over-IP telephones, and the like. 
[0164] C6. No-dial-tone troubleshooting. Try brute-force 
modem reboot versus a strategy that reboots only when 
necessary. 
[0165] C6a. Reboot the modem. 
[0166] C6b. First check the modem light pattern. If it 

indicates that a modem reboot would resolve the issue, 
reboot, otherwise, escalate the caller to a human. 

[0167] 5. Voice-Over-IP FAQ 
[0168] The Voice-over-IP application provides answers to 
frequently asked questions concerning the digital phone ser 
vice of a provider. Possible questions concern voicemail 
setup and usage, features such as call blocking, conference 
calls, call forwarding, or no-dial-tone troubleshooting. 
[0169] C7. Call reason disambiguation. Compare different 

strategies (open-ended prompt versus directed menu) for 
collecting the calling feature of interest to the caller. 
[0170] C7a. Brie?y tell me what you’re calling about 

today. 
[0171] C7b. There are quite a few things I can help you 

with. To start, just say ‘voicemail’ or ‘calling features’. 
Or you can say ‘help me with something else’. Other 
disambiguation menus follow. 

[0172] Data and Results 
[0173] Statistics on the results of the seven aforementioned 
decision module experiments are described below. 

[0174] TA The trade-off parameter, where TAQO means 
that average handling time is considered mo st important 
and TAQOO means that automation rate is most impor 
tant. TA is set in accordance with the customer’s or 
account management’s preference. 

[0175] time A number of days that a decision module has 
been in production. 

[0176] nTotal The total number of calls that an applica 
tion with a decision module processed in a given time 
interval. 

[0177] nContender The number of calls hitting a deci 
sion module. Depending on the location of the decision 
module in the call ?ow, it will get hit more or less 
frequently. For example, call-reason disambiguation is 
usually hit by most calls, whereas no-dial-tone trouble 
shooting accounts for only a small percentage of Internet 
calls. 
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Table 2 shows these statistics for all decision mod 
ules introduced above in three to seven months of deploy 
ment. 

TABLE 2 
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[0185] C4. Even though the competitors’ reWard difference 
is small (0.006), a de?nite Winner emerges due to the sub 
stantial amount of collected data (almost 900,000 calls). 

Decision TA time nTotal 

Decision Module statistics 

nContender R p 

C1 7166 223 313,210 298,098 (95.2% (0.058, 0.064, 0.056, 0.060) (0,1,0, 0) 
C2 7166 223 313,210 43,130 (13.8% (0.222, 0.219 (077,023) 
C3 7166 223 313,210 139,937 (44.7% (0.104, 0.116 (0,1) 
C4 00 139 1,584,875 888,240 (56.0% (0.217, 0.211 (1,0) 
C5 5000 98 497,923 51,562 (10.4% (0.331,0.335 (0.21,0.79) 
C6 5000 100 459,642 18,913 (4.1%) (0.264, 0.206 (1,0) 
C7 00 197 49,961 47,909 (95.9% (0.237, 0.233 (079,021) 

[0179] Table2also shoWs the competitors’ averagereWards [0186] C5. Not much difference is shoWn betWeen ?rst 
per decision module (R) as Well as the Winning probabilities 
of the respective competitors (p). The order of the compo 
nents ofR and p is as introduced above. E.g., for Decision C6, 
read 

as the reWard of C6a is 0.264 and the reWard ofC6b is 0.206, 
and the probability that C6a performs signi?cantly better than 
C6b is 1.0. 

[0180] Generally, it can be see seen that among the imple 
mented decision modules, there are some statistically signi? 
cant Winners (C1, C3, C4, and C6) and some that still aWait a 
?nal decision (C2, C5, C7). In accordance With the usual 
practice in statistical hypothesis testing Which is the founda 
tion of the mathematical model underlying the estimation of 
p, statistical signi?cance is achieved When the Winning prob 
ability exceeds 0.95 . As discussed above under ReWard Func 
tion, the fact that a statistically signi?cant reWard difference is 
found does not solely depend on the sheer amount of data 
collected (C6 is found to be signi?cant With less than 19,000 
calls, Whereas C5 is still pending a decision With more than 
50,000 calls). Another factor is the actual difference in per 
formance of the competitors. When this difference is slim, 
many data need to be collected before a clear Winner can be 
identi?ed. 

[0181] Returning to the implemented decision modules of 
this example, observed results in the deployed systems are 
given. 
[0182] C1. The Winning competitor C1b contains a yes/no 
question folloWed by an open prompt if people respond ‘no’ 
to the former. HoWever, in case they respond ‘yes’, Which 
happens about half as often, the call reason is knoWn, and the 
actual troubleshooting can begin. The fact that people call 
about loss of service far more often than about anything else 
makes a yes/no question upfront more effective than the other 
tested competitors. 

[0183] C2. The reWard difference of the competitors is so 
marginal (a difference of just 0.003) that a Winner could not 
yet be determined. The alternative unplugging option (from 
the Wall) does not seem to make much difference. 

[0184] C3. Asking Whether callers feel comfortable manu 
ally rebooting the cable box and acting according to their 
response With either manual or automatic reboot performs 
signi?cantly better than a sequence of steps starting With the 
(often unsuccessful) automatic reboot. 

rebooting the cable box and then checking the input source, or 
vice versa. At this stage, more data has to be accumulated to 
determine the optimum strategy. 

[0187] C6. In this case, brute force application of modem 
reboot outperforms an attempt at a targeted approach. The 
result con?rms a general assumption that a How that actively 
escalates callers Will not perform better than a How that does 
not actively escalate callers When automation rate is part of 
the reWard function. 

[0188] C7. In the course ofthe 197 days this decision mod 
ule received live traf?c at some point competitor C7a signi? 
cantly outperformed C7b (i.e., (pc7a, pC7 b):(1,0)). According 
to the paradigm explained in above, 100% tra?ic Was routed 
to competitor C7a at the start. Later, hoWever, the perfor 
mance of the application started declining. At this time, 
though, no data Were being accumulated for C7b since it Was 
found to perform signi?cantly Worse that C7a. Due to the 
drop in performance of C7a, a built-in re-adjustment mecha 
nism started routing more traf?c to the C7a option so that an 
updated comparison could be made. As shoWn in Example 3 
beloW, after collecting a su?icient amount of neW C7b data, 
the continuous analysis Will be able to conclude Whether C7a 
is still Winner or Whether C7b is taking over. In this sense, 
decision module acts in a self-healing mode and is able to 
react to dynamically changing situations. 

Example 3 

[0189] Example 3 describes large-scale implementations of 
26 decision modules in 10 commercial spoken dialog sys 
tems, including those of Example 1 above, that processed 
about 15 million calls. A brief overvieW of the decision mod 
ules and systems evaluated is given, folloWed by a presenta 
tion of data facts and results. 

[0190] 
[0191] This section brie?y describes dialog systems and 
decision modules analyZed. All the considered systems pro 
vide either technical support or FAQs for customers of cable 
companies. Some of the decision modules Were implemented 
in different applications. Since the behavior of a decision 
module can differ considerably depending on the speci?c 
customer (as exempli?ed in the Data and Results Section 
beloW), results are distinguished by customer ID (A through 
E). 

Systems and Decision Modules 
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[0192] 1. Cable TV Troubleshooting 
[0193] The cable TV troubleshooting application helps 
callers to resolve problems related to missing or bad picture, 
audio quality, remote control, channel guide, and can also 
refresh cable boxes. 
[0194] C1. Cable box reboot order (Customers A, B) 

[0195] a. The system performs an automated reboot. If it 
fails, callers are asked Whether they feel comfortable 
performing a manual reboot. If the response is ‘no’ they 
get escalated to a human agent. 

[0196] b. Callers are asked Whether they feel comfortable 
doing a manual reboot. If they respond ‘no’, an auto 
mated reboot is performed. 

[0197] C2. Cable box unplugging instructions (Customer 
A) 
[0198] a. Callers are asked to unplug their cable from the 
back of the box. 

[0199] b. Callers are asked to unplug their cable from the 
back of the box or, alternatively, from the Wall. 

[0200] C3. Problem capture (Customer A) 
[0201] a. Please tell me the problem you are having in a 

short sentence. 
[0202] b. Are you calling because you lost some or all of 
your cable TV service? folloWed by a) if the ansWer Was 
‘no’. 

[0203] c. a)+or you can say ‘What are my choices’ fol 
loWed by a back-up menu if the ansWer Was ‘choices’. 

[0204] d. b) folloWed by c) if the ansWer Was ‘no’. 
[0205] C4. Input source troubleshooting (Customer B) 

[0206] a. Perform a box reboot. If it fails let the caller 
check Whether the input source on their television is 
correctly set. 

[0207] b. First check for the correct input source. If it 
fails, perform a reboot. 

[0208] C5. Outage prediction When caller has no picture 
(Provider B) 
[0209] a. Ask Whether the problem is happening on all of 

the caller’s multiple TVs. If the ansWer is ‘yes’ the 
system assumes there is an outage and escalates the call 
to a human agent. Otherwise, perform a box reboot. 

[0210] b. Perform a box reboot. 
[0211] C6. Phrasing of opt-in prompt (Customer C) 

[0212] a. To begin troubleshooting With me, say ‘let’s 
start noW’. [2 sec pause] Otherwise, you can say ‘repre 
sentative’. 

[0213] b. To get started, say ‘continue’. [2 sec pause] If at 
anytime you’d like to troubleshoot With a customer ser 
vice representative, just say ‘agent’. 

[0214] 2. Internet Troubleshooting 
[0215] The Internet troubleshooting application addresses 
lost, sloW, or intermittent Internet connections, e-mail issues, 
parental control settings, etc., and can also ?x a missing dial 
tone on a Voiceover-IP phone. 

[0216] C7. Order of lost Internet troubleshooting steps 
(Customers A, D) 
[0217] a. Reboot modem, router, and computer. Then 
check Whether the caller’s Internet came back. 

[0218] b. Reboot modem. Then check for success. If 
unsuccessful, reboot router and computer and then 
check again. 

[0219] c. First check the modem light pattern. Only When 
the pattern suggests that a reboot Would resolve the 
problem, reboot, otherWise, escalate the call to a human 
agent. 
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[0220] C8. Order of troubleshooting steps, no lights (Cus 
tomers A, D, E) 

[0221] The same as C7 but Without Alternative cifor 
modems Whose light patterns are not yet being researched. 
[0222] C9. No-dial-tone troubleshooting of Internet 
modem (Provider D) 
[0223] a. Reboot the modem. 
[0224] b. First check the modem light pattern. Only When 

the pattern suggests that a reboot Would resolve the 
problem, reboot, otherWise, escalate the call to a human 
agent. 

[0225] C10. Account lookup (Customer D) 
[0226] a. When the system knoWs the caller ID, it plays 

the message one moment While I look up your account 
information and then performs an account lookup before 
it goes into troubleshooting. If the caller ID is unknoWn, 
account lookup and message are skipped. 

[0227] b. The system plays the message regardless of 
Whether the caller ID is knoWn and regardless of Whether 
an account lookup is actually going to occur. 

[0228] C11. Computer reboot instructions (Customers A, 
C, D, E) 
[0229] a. While your modem’s getting a fresh signal, We 
need to shut doWn the main part of your computer; you 
can leave your monitor on. 

[0230] b. While your modem’s getting a fresh signal, We 
need to shut doWn your computer. 

[0231] C12. Operating system capture (Customers A, B, C, 
D, E) 
[0232] 
[0233] 

a. Are you running WindoWs or Macintosh? 
b. Are you running WindoWs? 

[0234] 3. Voice-Over-IP FAQ 
[0235] Our Voice-over-IP application ansWers questions 
about phone features such as voice mail, caller ID, call block 
ing, conference calls, and call forWarding. 
[0236] C13. Call reason capture (Customer D) 

[0237] a. Brie?y tell me What you’re calling about today. 
[0238] b. There are quite a feW things I can help you With. 
To start, just say ‘voicemail’ or ‘calling features’. Or you 
can say ‘help me With something else’. 

[0239] C14. Caller ID disambiguation (Customer C) 
[0240] a. Do you Want to block your ID or see Who’s 

calling? [pause] You can also say ‘help me With some 
thing else’. 

[0241] b. Ifyou Want to block your ID so people can’t see 
that it’s you calling, say ‘block my ID’. If you Want to 
knoW Who’s calling before you pick up the phone, say 
‘see Who’s calling’. 

[0242] Data and Results 
[0243] As reWard function, We are using Equation [0048] 
With the trade-off parameter of TA:5000 s. To facilitate inter 
pretation of the experimental results displayed in Table 3, the 
folloWing additional statistics are included: 

[0244] time. This represents a given number of days the 
decision module Was in production. 

[0245] nTotal. The number of calls processed by the 
application featuring the respective decision module. 

[0246] nContender. The number of calls processed by the 
respective decision module (depending on Which part of 
the call How the decision module is located in, this 
number is someWhere betWeen 0 and nTotal). 

[0247] p The probability that an alternative is the Winner 
based on the data collected in the course of the experi 
ment. This probability is estimated based on the prin 
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ciples explained in [17] . In Table 3, R and p are displayed 
for the decision moduleAltematives a, b, etc. in the form 

(RwRb, . . . ) and (pwpb, . . . ). (2) 

[0248] In the table, performance values of alternatives that 
Were found to be statistically signi?cantly different from 
competing alternatives are identi?ed by printing their Win 
ning probabilities p in bold. A result is deemed statistically 
signi?cant When p approaches either 0 or 1 With a signi?cance 
level of 0.05. This means that if a decision module has tWo 
alternatives, both, pa and p b Will be found either signi?cant or 
not. When there are more than tWo alternatives, hoWever, it is 
possible that the probabilities of some alternatives are found 
to be signi?cant While others are not. E.g., Alternative c of 
C7A Was found to signi?cantly underperform While the con 
tention betWeen Alternatives a and b is not decided yet. 
[0249] Whether alternatives are found to be statistically 
signi?cant Winners or losers depends on the observed perfor 
mance differences and on the amount of data collected. E.g., 
C6 features a clear Winner (Alternative b) even though its 
performance is only slightly higher than Alternative a (0.170 
vs. 0.174), hoWever, the sheer amount of data analyZed (al 
most 1.7 million calls) shoWed the result to be signi?cant 
nonetheless. Also C12D has a clear Winner (Alternative b) 
although only 1343 calls hit the decision module. Here, the 
performance difference Was found to be substantial (0.150 vs. 

0.214). 
[0250] As shoWn in Table 3, in the present example the 
same decision module system Was implemented in different 
customers’ spoken dialog systems treating them as separate 
experiments. 

TABLE 3 
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?nds Alternative b to be the Winner. Even more interesting, for 
C1 1, all participating customers (A, C, D, E) (marginally) 
tend toWards Alternative a. When taking the data collected for 
CustomerA and limiting the analysis to only one of the 1 6 call 
centers the customer operates, it is determined that, for this 
speci?c caller population, Alternative b signi?cantly outper 
forms a (C11A). 

[0251] The observation that results of decision module 
experimentation seem to (sometimes) depend on certain 
external parameters (the present example shoWs that one such 
parameter is the caller population), and hence it Will be appre 
ciated that other parameters (time of the day, day of the Week, 
call reason, caller expertise, etc.) can in?uence optimal deci 
sions of decision modules. For example, conclusions such as 
“b is the Winner unless it is for Customer A or D or for 
Customer B’s Call Center 13, hoWever, only When it is a 
Weekend and the callers are from Area Code 212 and have not 
called already during the last 48 hours . . . ” are possible. 

[0252] The particular embodiments disclosed above are 
illustrative only, as the invention may be modi?ed and prac 
ticed in different but equivalent manners apparent to those 
skilled in the art having the bene?t of the teachings herein. 
Furthermore, no limitations are intended to the details of 
construction or design herein shoWn, other than as described 
in the claims beloW. It is therefore evident that the particular 
embodiments disclosed above may be altered or modi?ed and 
all such variations are considered Within the scope and spirit 
of the invention. Although illustrative embodiments of the 
invention have been described in detail herein With reference 
to the accompanying draWings, it is to be understood that the 

decision module statistics. 

Contender Customer time [d] nTotal nContender R p 

C1 A 376 644,819 281,897 (44%) (0.117,0.110) (1,0) 
B 153 613,007 240,380 (39%) (0.274,0.273) (0.74,0.26) 

C2 A 376 644,819 89,451 (14%) (0.229,0.230) (0.40. 0.60) 
C3 A 376 644,819 615,162 (95%) (0.057, 0.062, 0.054, 0.057) (0,1,0,0) 
C4 B 134 657,535 71,015 (11%) (0.331,0.332) (0.48,0.52) 
C5 B 153 613,007 76,634 (13%) (0.159,0.309) (0,1) 
C6 C 255 2,927,289 1,684,134 (58%) (0.170,0.174) (0,1) 
C7 A 287 2,302,878 193,589 (8%) (0.275, 0.279, 0.250) (0.37, 0.63, 0) 

D 267 1,176,073 126,714 (11%) (0.234, 0.238, 0.194) (0.33, 0.67, 0) 
C8 A 30 229,421 12,828 (6%) (0.251,0.261) (0.11,0.89) 

D 126 1,053,522 45,873 (5%) (0.310,0.313) (0.30,0.70) 
E 224 81,784 42,606 (52%) (0.352,0.389) (0.08,0.92) 

C9 D 255 1,176,073 26,316 (2%) (0.267,0.204) (1,0) 
C10 D 126 526,761 88,650 (17%) (0.158,0.164) (0.01,0.99) 
C11 A 30 229,421 24,654 (11%) (0.415,0.406) (086,014) 

A’ 30 23,807 2,306 (10%) (0.407,0.452) (005,095) 
C 15 193,037 47,967 (25%) (0.212,0.207) (0.92,0.08) 
D 23 69,058 13,416 (19%) (0.406,0.395) (0.90,0.10) 
E 20 4,407 1,302 (30%) (0.389,0.374) (0.71,0.29) 

C12 A 30 229,421 6,384 (3%) (0.136,0.130) (0.69,0.31) 
B 90 90,070 3,920 (4%) (0.035,0.028) (069,031) 
C 15 193,037 5,781 (3%) (0.042,0.025) (0.94,0.06) 
D 23 69,058 1,343 (2%) (0.150,0.214) (0.01,0.99) 
E 20 4,407 283 (6%) (0.075 ,0.070) (054,046) 

C13 D 365 100,815 83,711 (83%) (0.193,0.237) (0.02,0.98) 
C14 C 15 4,958 210 (4%) (0.037,0.024) (0.67,0.33) 

For example, C1 has shoWn signi?cant results for CustomerA 
While there is only a marginal performance difference for 
Customer B. In the case of C12, almost all customers (mar 
ginally) tend to Alternative a (A, B, C, and E), hoWever, the 
only signi?cant result is that of Customer D Which clearly 

invention is not limited to those precise embodiments, and 
that various changes and modi?cations can be effected 
therein by one skilled in the art Without departing from the 
scope and spirit of the invention as de?ned by the appended 
claims. 






